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Abstract

The adaptive local deconvolution method (ALDM) is proposed as a new nonlinear discretization scheme designed for
implicit large-eddy simulation (ILES) of turbulent flows. In ILES the truncation error of the discretization of the convec-
tive terms functions as a subgrid-scale model. Therefore, the model is implicitly contained within the discretization, and an
explicit computation of model terms becomes unnecessary. The discretization is based on a solution-adaptive deconvolu-
tion operator which allows to control the truncation error. Deconvolution parameters are determined by an analysis of the
spectral numerical viscosity. An automatic optimization based on an evolutionary algorithm is employed to obtain a set of
parameters which results in an optimum spectral match for the numerical viscosity with theoretical predictions for isotro-
pic turbulence. Simulations of large-scale forced and decaying three-dimensional homogeneous isotropic turbulence show
an excellent agreement with theory and experimental data and demonstrate the good performance of the implicit model. As
an example for transitional flows, instability and breakdown of the three-dimensional Taylor–Green vortex are considered.
The implicit model correctly predicts instability growth and transition to developed turbulence. It is shown that the implicit
model performs at least as well as established explicit models.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

In large-eddy simulation (LES) of turbulent flows the evolution of non-universal larger scales is computed,
whereas their interaction with universal smaller scales is modeled. The precise definition of large scales varies
from one approach to another. Common numerical discretization methods such as finite-volume or finite-
difference schemes represent the continuous solution by grid functions at discrete time instants. This approx-
imation amounts to the removal of spatial and temporal scales which cannot be resolved by the grid functions.
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For the purpose of eliminating small scales, a spatial low-pass filter operation was suggested by Leonard [1]. It
is based on the convolution
�uðx; tÞ ¼ GðxÞ � uðx; tÞ; ð1Þ

where G(x) is a filter kernel with normalization ���G(x)dx = 1. An overbar denotes the resolved-scale compo-
nent of a function u. The unresolved-scale component results from u0 ¼ u� �u. More generally, a spatial and
temporal filter can be considered, see [2,3]. Since spatial and temporal scales are coupled through the under-
lying transport equation it is common practice to consider spatial filtering only, assuming that all relevant
temporal scales are resolved by choosing the time-step small enough. For a converse approach and recent
developments on temporal filtering we refer to [4,5].

We consider incompressible turbulent flows which are governed by the Navier–Stokes equation in non-
dimensional form
ou

ot
þ $ � F þ $p � m$ � $u ¼ 0; ð2Þ
where u = [u,v,w] is the velocity, F = uu is the nonlinear convection term, and m is the molecular viscosity. The
pressure p serves as a scalar field to satisfy the incompressible continuity equation
$ � u ¼ 0. ð3Þ

The nonlinearity enters the pressure through the Poisson equation
$ � $p ¼ �$ � $ � F; ð4Þ

which has to be accounted for in subgrid-scale (SGS) modeling. We collect all nonlinear terms in
$ �NðuÞ ¼ $ � FðuÞ þ $p. ð5Þ

The differential equations for the resolved scales are obtained by applying the filter (1) to Eqs. (2) and (3):
o�uN
ot

þ G � $ �NN ðuN Þ � m$ � $�uN ¼ �G � $ � sSGS; ð6aÞ

$ � �uN ¼ 0. ð6bÞ

At this point it should be noted that Leonard�s ansatz implies a subsequent discretization of the filtered equa-
tions. The subscriptN indicates the grid functions obtained by projecting continuous functions onto the numer-
ical grid. This projection corresponds to an additional filtering in Fourier space with cut-off at the Nyquist
wavenumber nN = p/D, where D is a constant grid spacing.

In Eq. (6), the represented-scale part of the unfiltered field is reconstructed for computing the nonlinear
term [6]. This can be accomplished by an inverse-filter operation uN ¼ G�1 � �uN applied to represented scales.
Since non-represented scales cannot be recovered it is uN 6¼ u, which results in the subgrid-stress tensor
sSGS ¼ NðuÞ �NN ðuN Þ. ð7Þ

For a closure of Eq. (6) the subgrid-stress tensor (7) has to be approximated by a model. Numerous ap-
proaches to derive model closures have been pursued since Smagorinsky�s eddy-viscosity model. We refer
to these closures as explicit models. Comprehensive reviews are available in the textbooks of Sagaut [7] and
Lesieur [8].

The filter concept of Leonard is commonly employed for deriving SGS models without reference to a com-
putational grid and without taking into account a discretization scheme. However, when numerically solving
Eq. (6) the explicitly computed SGS stress is affected by the truncation error of the discretization scheme. This
interference can result in strange results such as the lack of grid convergence. Ghosal [9] has analyzed this
problem analytically and finds that the truncation error even of a fourth-order central-difference discretization
can have the same order of magnitude as the SGS stress. With implicit large-eddy simulation (ILES) this inter-
ference between truncation error and SGS stress is exploited. Instead of an explicit computation of the SGS
stress, the truncation error of the discretization scheme itself is employed to model the effects of unresolved
scales. Due to numerical approximations the exact solution of the discrete equations does not satisfy Eq.
(6) with sSGS = 0, but rather a modified differential equation (MDE). For a general implicit SGS model, as
implied by a general LES discretization scheme, this MDE is given by:
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o�uN
ot

þ eG � e$ � eN NðeuN Þ � m$ � $�uN ¼ 0; ð8aÞ

$ � �uN ¼ 0. ð8bÞ

In the following we consider a top-hat filter-kernel G, see Eq. (11). For this filter kernel, the LES equations (6)
evaluated on a grid correspond to a finite-volume discretization, and euN denotes an approximant of the veloc-
ity uN. The local Riemann problem is approximated by a consistent numerical flux function eFN which yields
the divergence-free nonlinear term eN N . The symbols eG � e$ indicate that G and $ are replaced by their respec-
tive numerical approximations. In fact eG � e$ can be a nonlinear operator. The truncation error due to the
discretization of the convective term is accordingly
GN ¼ G � $ �NNðuN Þ � eG � e$ � eN NðeuN Þ. ð9Þ

We point out that the effect of the truncation error of the diffusive flux could also be considered, as was done
by Zandonade et al. [10] for finite-volume optimal LES. This approach, however, can lead to Reynolds-
number dependent model coefficients and is therefore undesirable. We employ standard high-order centered
schemes for discretizing the diffusive flux. Their contribution to the implicit model is negligible even for rather
small Reynolds numbers as will be shown in Section 4.

For implicit SGS modeling, the discretization scheme has to be specifically designed so that the truncation
error GN has physical significance. A numerical analysis of Garnier et al. [11] deals with several approaches to
implicit LES and demonstrates the difficulties in satisfying this requirement. It was found that artificial dissi-
pation introduced by the most common nonlinearly stable discretizations indeed stabilizes under-resolved tur-
bulence simulations. For the investigated schemes, however, small scales suffer from excessive numerical
damping such that the probability-density functions of velocity increments and pressure exhibit the typical
behavior of low Reynolds-number flows rather than that of high Reynolds-number turbulence. Thus, it ap-
pears that for these schemes the prediction accuracy of subgrid effects is poor, although some general trends
were reproduced. A more recent review by Grinstein and Fureby [12], however, emphasizes the potential of
implicit LES for flows in complex geometries.

An approach similar to the idea of implicit SGS modeling is pursued by Zandonade et al. [10] where sto-
chastic estimation is adapted to derive various linear (i.e., constant coefficient) finite-volume discretizations
which are statistically optimal for isotropic turbulence. Since for this kind of discretizations the SGS model
is provided by the discrete convective and diffusive fluxes they also qualify as implicit LES schemes. A draw-
back of this approach is that solution adaptivity cannot be accomplished within the framework of [10].

In the present paper, we extend our initial work on bridging numerical discretization and SGS modeling
[13] to fluid-flow turbulence. For this purpose, we develop systematic procedures for design and analysis of
discretization schemes. An important tool is the modified-differential equation analysis (MDEA) [13–15].
Based on Taylor series expansions of the solution, MDEA allows to analyze the relation of the implicit model
to a given explicit SGS model. The numerical truncation error, i.e., the implicit SGS model, resembles an ex-
plicit SGS model if the filtered divergence of the model SGS tensor in Eq. (6) is approximated
GN � �G � $ � sSGS. ð10Þ

Linear discretization schemes for linear differential equations can be analyzed in Fourier space with the mod-
ified-wavenumber concept (e.g. [16]). A spectral analysis is well suited for isotropic turbulence for which the-
oretical models are usually formulated in spectral space [8,17]. MDEA of more complicated nonlinear
discretization schemes of nonlinear three-dimensional differential equations becomes tedious. An alternative
approach follows the method of Domaradzki et al. [18], where the spectral numerical viscosity is considered
which can be matched to a given explicit SGS model or to theoretical models.

An approach to implicit LES based on deconvolution methods was recently proposed by Adams, Hickel &
Franz [13]. We refer to this approach as the adaptive local deconvolution method (ALDM). For ALDM, a local
approximation of the deconvolved velocity field is obtained from a solution-adaptive combination of approx-
imation polynomials. In Eq. (8a), the interpolant euN denotes the approximately deconvolved �uN . Free param-
eters involved in the approximate deconvolution operator allow for implicit SGS modeling. The efficiency of
this approach was demonstrated in [13] for 1D conservation laws on the example of the viscous Burgers
equation. In this paper, we develop the ALDM approach for three spatial dimensions and the Navier–Stokes
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equations. A comprehensive formulation is given in Section 2. The derivation of the implicit SGS model is
detailed in Section 3. Optimal parameters are identified by an automatic optimization employing an evolution-
ary algorithm. Computational experiments for transitional and fully turbulent flows for validation of the
implicit model are presented in Section 4. We do not consider wall-bounded flows in this paper since the main
purpose is the development of the general method. The near-wall region of turbulent flows requires a some-
what different analysis for implicit modeling. This analysis and results for wall-bounded flows are subject of
ongoing research and will be reported in a separate paper.

2. The adaptive local deconvolution method

The adaptive local deconvolution method (ALDM) is a nonlinear discretization scheme designed for impli-
cit LES. ALDM is based on standard approaches which, however, are modified in such a way that the result-
ing truncation error functions as implicit SGS model. The essential building blocks are:

1. an adaptive local deconvolution operator eG�1
that returns euN ¼ eG�1

� �uN ,
2. a numerical flux function eFN ,
3. a numerical integration and differentiation scheme eG � e$ approximating G * $.

In the following, we develop a general nonlinear discretization scheme, which is as simple as possible to
facilitate computation and as complex as necessary to allow for implicit modeling.

2.1. Filter and differentiation operator

With ALDM we consider the discretized equations directly as proposed by Schumann [19]. Although fil-
tering is not performed explicitly we can use the filter formulation of Leonard as analytical tool when design-
ing and analyzing the discrete operators. The framework is a finite-volume discretization with the top-hat
filter
Gðxi;j;k; xÞ ¼
1

DxiDyjDzk

1; ðxi;j;k þ xÞ 2 I i;j;k;

0; otherwise;

�
ð11Þ
which returns the cell average of a function
�uðxi;j;k; tÞ ¼
1

DxiDyjDzk

Z Z Z
I i;j;k

uðxi;j;k � x; tÞdx. ð12Þ
The integration domain
I i;j;k ¼ xi�1
2
; xiþ1

2

h i
� yj�1

2
; yjþ1

2

h i
� zk�1

2
; zkþ1

2

h i
ð13Þ
is equivalent to a cell of the underlying Cartesian computational grid so that the filter width corresponds to the
local grid size
Dxi;j;k ¼
Dxi
Dyj
Dzk

264
375 ¼

xiþ1=2 � xi�1=2

yjþ1=2 � yj�1=2

zkþ1=2 � zk�1=2

264
375. ð14Þ
Here and in the following half-integer indices denote cell faces.
For implicit SGS modeling we only consider the nonlinear term N(u) in the momentum equation (2),

whereas the linear terms, i.e., the diffusive flux, are approximated by a standard centered discretization. By
Gauss� and Green�s theorems filtering applied to the flux divergence $ Æ N(u) returns the flux through the sur-
face Si,j,k of cell Ii,j,k
G � $ �NðuÞ½ �i;j;k ¼
Z Z

Si;j;k

n � F dS þ
Z Z

Si;j;k

npdS; ð15Þ
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where n is the unit normal vector on the cell faces. ALDM applies to the convective flux F = uu. For incom-
pressible flows, the normal stresses due to the pressure p are subsequently computed solving a Poisson equa-
tion (4). Evaluating the convective integral in Eq. (15) we obtain
Z Z

Si;j;k

n � F dS ¼ 1

Dxi
1�f ðxiþ1

2
; yj; zkÞ � 1�f ðxi�1

2
; yj; zkÞ

� �
þ 1

Dyj
2�f ðxi; yjþ1

2
; zkÞ � 2�f ðxi; yj�1

2
; zkÞ

� �
þ 1

Dzk
3�f ðxi; yj; zkþ1

2
Þ � 3�f ðxi; yj; zk�1

2
Þ

� �
. ð16Þ
The flux vector lf = ulu denotes the l-direction component of F and l�f is the spatial average of lf over the cell
face with nl = ±1. Here and in the following the coordinate system {x,y,z} is synonymous with {1,2,3}.

The numerical computation of l�f involves approximations which we explain now on the example of the flux
in z-direction
3�f ðxi; yj; zkþ1
2
Þ ¼ 1

DxDy

Z x
iþ1

2

x
i�1

2

Z y
jþ1

2

y
j�1

2

3f ðx; y; zkþ1
2
Þdxdy. ð17Þ
A Gaussian quadrature rule with (2m + 1)2 numerical integration points returns
3�f ðxi; yj; zkþ1
2
Þ¼:
X2mþ1

a¼1

X2mþ1

b¼1

Cab
3f ðxiþa�n; yjþb�n; zkþ1

2
Þ. ð18Þ
Our present computational implementation allows for two different integration schemes with 32 nodes, given
by
C2 ¼
0 0 0

0 1 0

0 0 0

264
375 and C4 ¼

1

24

0 1 0

1 20 1

0 1 0

264
375. ð19Þ
The coefficient matrix C2 of the first scheme yields a second-order accurate solution on equidistant grids. A
fourth-order integration scheme is obtained with C4. Preliminary tests showed that the difference between
these operators has negligible effects on the computed energy and dissipation spectra. Therefore, we use the
simple second-order integration C2 throughout this paper.

A remark on the discretization of the Poisson equation (4) is in order. Langford and Moser [20] have
pointed out that, given a divergence-free continuous turbulence field, for the corresponding filtered field a
divergence residual arises. They propose to adjust the discrete divergence operator appropriately. A similar
issue is faced with ALDM where an adaptive reconstruction could also be used for the discrete divergence
operator. However, in doing so the implicit model would become significantly more complex. Zandonade
et al. [10] come to the conclusion that the accuracy gained by the adjusted discrete divergence operator does
not justify the increased complexity and employ standard discrete operators. We follow this conclusion and
employ a fourth-order finite-volume discretization of the Poisson equation (4). Parameters of ALDM, as will
be shown below, enter the discrete Poisson equation by the discretization of the convective fluxes. Since energy
redistribution due to pressure thus also contains the adaptive deconvolution through the discrete divergence of
the convective fluxes the model parameters which will be determined in Section 3.3 reflect both contributions
to the energy transfer.
2.2. Solution-adaptive local deconvolution and interpolation

As a consequence of identity (16), finite-volume schemes require a reconstruction of data at the faces of the
computational volumes which corresponds to approximate deconvolution [13]. The 3D filter operation is de-
fined in Eq. (1). The 3D top-hat filter kernel can be factorized into three 1D operators
GðxÞ ¼ GxðxÞ � G yðyÞ � G zðzÞ. ð20Þ
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An inverse-filter operation can be defined as a convolution with the inverse kernel
G�1ðxÞ ¼ G�1
x ðxÞ � G�1

y ðyÞ � G�1
z ðzÞ; ð21Þ
factorized into three 1D operators. An exact inverse filter operation is ill-posed and a de-filtered solution can
only be computed approximately by regularized deconvolution [6]. Therefore, we first modify and extend the
reconstruction (i.e., deconvolution and interpolation) operator of 1D ALDM from [13] appropriately. This
operator, denoted by vkx , is defined on a 1D grid xN = {xi}. Applied to the filtered grid function
�uN ¼ f�uðxiÞg it returns the approximately deconvolved grid function euk

N¼
: fuðxiþkÞg on the shifted grid

xkN ¼ fxiþkg
vkx �uN ¼ u eu; xiþkð Þ þ O Dxji
� �� �

¼ euk
N . ð22Þ
The filtered data are given at the cell centers {xi}. Reconstruction at the left cell faces fxi�1
2
g is indicated by

k = �1/2 and at the right faces by k = +1/2. For obtaining a 3D reconstruction by successive 1D operations
yet another approximation of the partially deconvolved solution is required at the cell centers. The respective
operator is indicated by k = 0.

Deconvolution and interpolation are done simultaneously using Lagrangian interpolation polynomials as
proposed by Harten et al. [21]. Given a generic k-point stencil ranging from xi� r to xi� r+ k� 1 the 1D ansatz
for the top-hat kernel (11) reads
uðxiþkÞ ¼
Xk�1

l¼0

ckk;r;lðxiÞ�uNðxi�rþlÞ þ O Dxki
� �

ð23Þ
with r 2 {0, . . . ,k}. The grid-dependent coefficients are
ckk;r;l xið Þ ¼ xi�rþlþ1
2
� xi�rþl�1

2

� � Xk
m¼lþ1

Pk
p¼0
p 6¼m

Qk
n¼0
n 6¼p;m

xiþk � xi�rþn�1
2Qk

n¼0
n6¼m

xj�rþm�1
2
� xi�rþn�1

2

; ð24Þ
as given by Shu [22], and apply for grids with variable mesh width and for arbitrary target positions xi+ k. In
case of a staggered grid the values of xi are different for each velocity component and the coefficients ckk;r;l have
to be specified accordingly.

Selecting a particular interpolation stencil would return a linear discretization with a fixed, solution inde-
pendent functional expression of the kth order truncation error, provided the function is sufficiently smooth
on the interpolation stencil. ALDM adopts the idea of the weighted-essentially-non-oscillatory (WENO)
scheme of Shu [22] where interpolation polynomials of a single order k ” K are selected and combined non-
linearly. The essential difference between ALDM and WENO is that we superpose all interpolants of order
k = 1, . . . ,K
euk
N ðxiþkÞ ¼

XK
k¼1

Xk�1

r¼0

xk
k;rð�uN ; xiÞ

Xk�1

l¼0

ckk;r;lðxiÞ�uN ðxi�rþlÞ ð25Þ
to allow for lower-order contributions to the truncation error for implicit SGS modeling [13]. The weights
xk

k;rð�uN ; xiÞ can be constructed as to yield an accurate approximation of order j = 2K � 1 in smooth regions
[22]. For our purpose, however, we do not need highest possible order of accuracy. Rather the superposition
(25) introduces free discretization parameters which allow to control error cancellations. The sum of all
weights is constrained to be unity for consistency. More restrictively we require
Xk�1

r¼0

xk
k;r ¼

1

K
ð26Þ
with k = 1, . . . ,K, and compute each weight from
xk
k;rð�uN ; xiÞ ¼

1

K

ckk;rbk;rð�uN ; xiÞPk�1
s¼0c

k
k;sbk;sð�uN ; xiÞ

ð27Þ
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with r = 0, . . . ,k � 1 for each k = 1, . . . ,K. The solution-adaptive behavior of ALDM is controlled by the
functional
Table
Interpo

Direct

(R) rig

(L) lef

(F) for

(B) ba

(U) up

(D) do
bk;r �uN ; xið Þ ¼ eb þ
Xk�r�2

l¼�r

�uiþmþ1 � �uiþm

� �2 !�2

; ð28Þ
where eb is a small number to prevent division by zero. bk,r measure the smoothness of the grid function on the
respective stencil to obtain a nonlinear adaptation of the deconvolution. Alternative smoothness measures for
WENO schemes have been proposed by Liu et al. [23] and by Jiang and Shu [24].

The parameters cþ1=2
k;r , c�1=2

k;r , and c0k;r represent a stencil-selection preference that would become effective in
the statistically homogeneous case. The requirement of an isotropic discretization for this case implies symme-
tries on the parameters
c�1=2
k;r ¼ cþ1=2

k;k�1�r and c0k;r ¼ c0k;k�1�r. ð29Þ

As consequence of Eq. (26) the number of independent parameters is further reduced by
Xk�1

r¼0

cþ1=2
k;r ¼ 1 and

Xk�1

r¼0

c0k;r ¼ 1. ð30Þ
In the present implementation of ALDM we use K = 3. Hence, four parameters fcþ1=2
2;0 ; cþ1=2

3;0 ; cþ1=2
3;1 ; c03;1g are

available for modeling.
We assemble now the 3D adaptive local deconvolution operator vk from 1D operators of the kind of vkx .

Following Eq. (21) we obtain
euk

N ¼ vk�uN ¼ vk3z ðvk2y ðvk1x �uN ÞÞ. ð31Þ
Analogous to the procedure in 1D the vector k = [k1,k2,k3] indicates the relative target position. Required
operations are summarized in Table 1. Theoretically, the sequence of these 1D operators is arbitrary. How-
ever, there is a certain preferred choice which minimizes computational cost. Since each operator in Table
1 consists of two centered and one shift step, operations with k = ±1/2 should be performed last. Further-
more, the order should be chosen by cyclic permutation to achieve rotational invariance of the implicit model.
For example, to compute the approximately deconvolved solution euL

ijk at the left cell face k = [�1/2,0,0] we
first perform a 1D deconvolution in y-direction using the central operator v0y . Then, another 1D operator
v0z is applied to the partially deconvolved solution. Only in the final step the deconvolved solution is interpo-
lated to the target position by v�1=2

x . For computational efficiency, we simultaneously compute euR
ijk by applying

vþ1=2
x in the final step. Note that euR

i�1jk stands for a second approximation at the same cell face as euL
ijk but with

the neighbor cell Ii� 1jk as reference (see Table 2).

2.3. Numerical flux function

Once the reconstruction of the velocity solution at the cell faces is known, the numerical flux eFN ¼ ½1~f ; 2~f ; 3~f �
can be computed. A consistent numerical flux function approximates the physical flux function
eFN � F ¼ uu and l~f � lf ¼ ulu. ð32Þ
1
lation directions for 3D reconstruction

ion Relative target index k Example

htward ½þ 1
2 ; 0; 0� euRi;j;k � uðxiþ1

2
; yj; zkÞ

tward ½� 1
2 ; 0; 0� euLi;j;k � uðxi�1

2
; yj; zkÞ

ward ½0;þ 1
2 ; 0� euFi;j;k � uðxi; yjþ1

2
; zkÞ

ckward ½0;� 1
2 ; 0� euBi;j;k � uðxi; yj�1

2
; zkÞ

ward ½0; 0;þ 1
2� euUi;j;k � uðxi; yj; zkþ1

2
Þ

wnward ½0; 0;� 1
2� euDi;j;k � uðxi; yj; zk�1

2
Þ



Table 2
Result obtained by evolutionary optimization for the discretization parameters of ALDM

Parameter Optimal value

C 0.0054850

c03;1 0.0500300

cþ1=2
2;0 1.0000000

cþ1=2
3;0 0.0190200

cþ1=2
3;1 0.0855000

r 0.0689100
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A review of common numerical flux functions can be found, e.g. in LeVeque�s textbook [25]. During construc-
tion of the one-dimensional ALDM scheme various flux functions were analyzed by MDEA [13]. Based on
these findings, we propose the following modification of a Lax–Friedrichs flux function:
1~f iþ1
2;j;k

¼ 1

4
euL
iþ1;j;k þ euR

i;j;k

� � euL
iþ1;j;k þ euR

i;j;k

� �
� 1ri;j;k

j�uiþ1;j;k � �ui;j;kjðeuL
iþ1;j;k � euR

i;j;kÞ
j�viþ1;j;k � �vi;j;kjðevLiþ1;j;k � evRi;j;kÞ
j�wiþ1;j;k � �wi;j;kjðewL

iþ1;j;k � ewR
i;j;kÞ

2664
3775; ð33aÞ

2~f i;jþ1
2;k

¼ 1

4
ðevBi;jþ1;k þ evFi;j;kÞðeuB

i;jþ1;k þ euF
i;j;kÞ � 2ri;j;k

j�ui;jþ1;k � �ui;j;kjðeuB
i;jþ1;k � euF

i;j;kÞ
j�vi;jþ1;k � �vi;j;kjðevBi;jþ1;k � evFi;j;kÞ
j�wi;jþ1;k � �wi;j;kjðewB

i;jþ1;k � ewF
i;j;kÞ

2664
3775; ð33bÞ

3~f i;j;kþ1
2
¼ 1

4
ðewD

i;j;kþ1 þ ewU
i;j;kÞðeuD

i;j;kþ1 þ euU
i;j;kÞ � 3ri;j;k

j�ui;j;kþ1 � �ui;j;kjðeuD
i;j;kþ1 � euU

i;j;kÞ
j�vi;j;kþ1 � �vi;j;kjðevDi;j;kþ1 � evUi;j;kÞ
j�wi;j;kþ1 � �wi;j;kjðewD

i;j;kþ1 � ewU
i;j;kÞ

2664
3775 ð33cÞ
for the three-dimensional Navier–Stokes equations and collocated grids.
The first term on the right-hand side corresponds to the physical Navier–Stokes flux. For maximum order

of consistency, it is computed from the mean of both interpolants of the deconvolved velocity at the consid-
ered cell face. The difference between them is exploited as an estimate of the local truncation error. In the sec-
ond term on the right-hand side, it is multiplied with the magnitude of a filtered velocity increment which
corresponds to the first-order structure function. For developed turbulence the Kolmogorov theory predicts
a scaling with a 1/3 power of the two-point separation [26]. We found that the compensation coefficients:
1ri;j;k ¼ r
xiþ1;j;k � xi;j;k

D0

� 	�1
3

; ð34aÞ

2ri;j;k ¼ r
yi;jþ1;k � yi;j;k

D0

� 	�1
3

; ð34bÞ

3ri;j;k ¼ r
zi;j;kþ1 � zi;j;k

D0

� 	�1
3

; ð34cÞ
ensure a resolution independent numerical viscosity, see Section 3.2, as long as the numerical cutoff is located
within the inertial range of the kinetic-energy spectrum. As consequence of the optimum-value determination
procedure in Section 3.3 the reference length scale isD0 = 2p/32. The scalar factor r adds another free parameter
toALDM. It is interesting to note that with this kind of grid-width compensation the truncation error ofALDM,
when formally determined by Taylor series expansion, is less than second order in terms of the mesh width.
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3. Subgrid-scale modeling

3.1. Modified-differential-equation analysis in real space

By an analysis of the modified differential equation (8) an implicit SGS model can be determined analyti-
cally. It can be observed that the truncation error of nonlinear discretization schemes contains functional
expressions which are similar to explicit SGS models [27,28]. By adjusting the truncation error appropriately
a match between an implicit and an explicit SGS model can be obtained [13].

For clarity it is common to restrict the analysis of the MDE to the top-hat filter and a uniform grid size.
Consistent with the spatial-filtering approach the time step is assumed to be sufficiently small so that all rel-
evant time scales are well resolved. The truncation error GN is given by
GN ¼ G � $ �NNðuN Þ � eG � e$ � eN NðeuN Þ ¼ G � $ � uNuN þ $�pNf g � eG � e$ � eFN ðeuN Þ þ $~pN
n o

. ð35Þ
For uniform viscosity and density the diffusive term is linear in terms of uN and does not contribute to the SGS
tensor. The pressure gradient is included in Eq. (35) since it is directly coupled to the convective term by the
pressure-Poisson equation (4). The pressure gridfunction �pN corresponds to the filtered velocity field �uN
whereas the MDE solves for ~pN . The residual ~~pN ¼ ~pN � �pN is the contribution of the pressure projection to
the truncation error
GN ¼ ½G � $ � uNuN � eG � e$ � eFN ðeuN Þ� � $~~pN . ð36Þ

For an analytical expression of the first term on the right-hand side
ALð�uÞ ¼ G � $ � uNuN � eG � e$ � eFN ðeuN Þ þ OðDLÞ; ð37Þ

the filtered and the unfiltered solution are approximated by Taylor expansions of �uN truncated at order L [13].
Moreover, the implicit SGS model (36) is divergence free if the pressure residual satisfies
$ � $~~pN ¼ $ �ALð�uÞ. ð38Þ

The detailed evaluation of GN similarly as in [13], however, is practically impossible. One reason is the diffi-
culty in solving Eq. (38) analytically, see, e.g. Batchelor [29, chapter 5]. Since already the analytical expression
of AL becomes extremely lengthy the 3D problem is not tractable any longer even with symbolic-mathematics
software.

3.2. Modified-differential-equation analysis in spectral space

In the following, we analyze the MDE in Fourier space in order to develop a theoretical framework for the
evaluation of subgrid dissipation and spectral numerical viscosity of ALDM.

We consider the discretization of a 2p3-periodic domain. N is the number of grid points in one dimension
and nC = N/2 � 1 is the corresponding cut-off wave number in discrete Fourier space. Reference to spectral
theories of turbulence implies isotropy. A physical-space discretization restricts contributions to the numerical
solution to wavenumbers up to jnj ¼

ffiffiffi
3

p
nC. For consistency with isotropy wave numbers with | n| > nC need to

be removed. For this purpose we define
b�uCðnÞ ¼
b�uN ðnÞ; jnj 6 nC;

0; otherwise;

(
ð39Þ
where the hat denotes the Fourier transform. The corresponding MDE in spectral space is:
ob�uC

ot
þ bG in � bN CðbuCÞ þ mn2b�uC ¼ bGC; ð40aÞ

in � b�uC ¼ 0; ð40bÞ
where i is the imaginary unit and n is the wave-number vector. On the represented wave-number range the
kinetic energy of the deconvolved velocity
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buCðnÞ ¼ bG�1
ðnÞb�uCðnÞ; with jnj 6 nC ð41Þ
is
bEðnÞ ¼ 1

2
buCðnÞ � bu�

CðnÞ. ð42Þ
Multiplying Eq. (40a) by the complex-conjugate bu�
C of buC we obtain
bG obEðnÞ
ot

� bG ðnÞbT CðnÞ þ 2mn2 bG bEðnÞ ¼ bu�
CðnÞ � bGCðnÞ. ð43Þ
The nonlinear energy transfer
bT CðnÞ ¼ i bu�
C � n � bN CðbuCÞ ¼ i bu�

CðnÞ � P3ðnÞ �
Z
jgj5nC

buCðnÞbuCðn� gÞdg ð44Þ
is the Fourier transform of the nonlinear term. The tensor P3ðnÞ is defined by P 3

lmn
ðnÞ ¼ nmdln � nlnmnnjnj�2 , see

also [30]. Finally, we deconvolve Eq. (43) by multiplication with the inverse filter coefficient bG�1
ðnÞ which is

defined on the range of represented scales |n| 5 nC and obtain
obEðnÞ
ot

� bT CðnÞ þ 2mn2bEðnÞ ¼ bG�1
ðnÞbu�

CðnÞ � bGCðnÞ. ð45Þ
The right-hand side of this equation is the numerical dissipation
enumðnÞ ¼ � bG�1
ðnÞbu�

CðnÞ � bGCðnÞ ð46Þ

implied by the discretization of the convective term. Now we investigate how to model the physical subgrid
dissipation eSGS(n) by enum(n).

An exact analytical match between enum(n) and eSGS(n) cannot be achieved since eSGS(n) involves interac-
tions with non-represented scales. Modeling can be accomplished by invoking theoretical energy-transfer
expressions. Employing an eddy-viscosity hypothesis the subgrid-scale dissipation is
eSGSðnÞ ¼ 2mSGSðnÞn2bEðnÞ. ð47Þ

Similarly, the numerical dissipation can be expressed as
mnumðnÞ ¼
enumðnÞ
2n2bEðnÞ . ð48Þ
In general mnum is a function of the wavenumber vector n. For isotropic turbulence, however, statistical prop-
erties of Eq. (45) follow from the scalar evolution equation for the 3D energy spectrum
obEðnÞ
ot

� bT CðnÞ þ 2mn2bEðnÞ ¼ �enumðnÞ. ð49Þ
This equation is obtained from Eq. (45) by integration over spherical shells with radius n = |n|
buðnÞ ¼ I
jnj¼n

ûðnÞdn. ð50Þ
For a given numerical scheme mnum(n) can be computed from
mnumðnÞ ¼ �
bG�1

ðnÞ
2n2bEðnÞ

Z
jnj¼n

bu�
N ðnÞ � bGN ðnÞdn. ð51Þ
Convenient for our purposes is a normalization by
mþnumðn
þÞ ¼ mnum

n
nC

� 	 ffiffiffiffiffiffiffiffiffiffiffiffiffi
nCbEðnCÞ

s
; ð52Þ
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with nþ ¼ n
nC

as proposed by Chollet and Lesieur [31]. The concept of a wavenumber-dependent spectral eddy
viscosity was first proposed by Heisenberg [32].

For high Reynolds numbers and under the assumption of a Kolmogorov range E(n) = CKe
3/2n�5/3 extend-

ing to infinity the Eddy-Damped Quasi-Normal Markovian (EDQNM) theory [8] leads to
mþSGSðn
þÞ ¼ 0:441C�3=2

K X ðnþÞ; ð53Þ

where CK is the Kolmogorov constant and X(n+) is a non-dimensional function exhibiting a plateau at unity
for small wavenumbers n+ [ 1/3 and a sharply rising cusp in the vicinity of the cut-off wave number n+ = 1.
Chollet [17] proposes the expression
mþCholletðn
þÞ ¼ 0:441C�3=2

K ð1þ 34:467e�3:03=nþÞ ð54Þ
as best fit to the exact solution.
3.3. Numerical evaluation and optimization of the numerical viscosity

We consider freely decaying homogeneous isotropic turbulence in the limit of vanishing molecular viscosity.
A numerical simulation is performed in a (2p)3-periodic box, discretized by 32 · 32 · 32 uniform finite vol-
umes. Filtered and truncated LES data obtained with a dynamic Smagorinsky model at higher spatial reso-
lution are used as initial condition �uNðt0Þ. Solutions �uNðtnÞ at time tn = t0 + nDt, n being an integer, are
obtained by advancing n time steps with ALDM. An a posteriori analysis of the data allows to identify the
spectral eddy viscosity of the implicit SGS model. For this purpose, an algorithm proposed by Domaradzki
et al. [18] is adapted.

The computed velocity fields �uNðtnÞ are Fourier-transformed and truncated at nC = 15
b�uCðn; tnÞ ¼
Ff�uNgðn; tnÞ; jnj 6 nC;

0; otherwise.

�
ð55Þ
Energy spectra bEðn; tnÞ and spectral transfer functions bT Cðn; tnÞ are computed from Eqs. (42) and (44). The
convolution integral in Eq. (44) is computed in real space. The computation of the numerical-dissipation spec-
trum, Eqs. (45) and (46), involves the spectral-energy decay which is approximated by
obEðn; tn�1=2Þ
ot

�
bEðn; tnÞ � bEðn; tn�1Þ

Dt
ð56Þ
at times tn�1=2 ¼ 1
2
ðtn�1 þ tnÞ. Energy spectrum and spectral transfer function are interpolated as:
bEðn; tn�1=2Þ ¼
bEðn; tnÞ þ bEðn; tn�1Þ

2
; ð57aÞ

bT Cðn; tn�1=2Þ ¼
bT Cðn; tnÞ þ bT Cðn; tn�1Þ

2
. ð57bÞ
Following Eq. (48) the spectral numerical viscosity is
mnumðn; tn�1=2Þ ¼
1

2n2bEðn; tn�1=2Þ
bT Cðn; tn�1=2Þ �

obEðn; tn�1=2Þ
ot

 !
� m. ð58Þ
The 3D numerical-viscosity spectrum is obtained by summation over integer-wavenumber shells
n� 1

2
6 jnj 6 nþ 1

2

mnumðn; tn�1=2Þ ¼
4pn2

MðnÞ
X
n

mnumðn; tn�1=2Þ; ð59Þ
where M(n) is the number of integer wavenumbers on each shell with radius n. A subsequent normalization
gives



Fig. 1.
- - - - L

424 S. Hickel et al. / Journal of Computational Physics 213 (2006) 413–436
mþnumðn
þ; tn�1=2Þ ¼ mnumðnCnþ; tn�1=2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
nCbEðnCÞ

s
. ð60Þ
Isotropic decaying turbulence does not lose memory of the initial data. An evaluation of mþnum for one data set
only does not necessarily represent the statistical average. To cope with this problem the spectral numerical
viscosity from 10 uncorrelated realizations is evaluated and averaged. Each realization is advanced by one
time step so that computational cost amounts to 10 time steps per evaluated numerical viscosity. Therefore,
the evaluation procedure is sufficiently efficient for an automatic optimization of the free parameter values of
the discretization scheme. As cost function C, we define the root-mean-square difference between the spectral
numerical viscosity mþnumðn

þÞ and the spectral eddy viscosity mþCholletðn
þÞ of EDQNM.

The employed automatic optimization algorithm [13,33] follows an evolutionary strategy and is particularly
suitable for treating non-smooth cost functions. For completeness computational details of the optimization
are summarized in Appendix A.

The finally selected optimal set of parameters is given in Table A.1. The spectral eddy viscosity of the
ALDM scheme with the optimized parameter set yields an excellent match with theoretical predictions as
shown in Fig. 1. It exhibits a low-wavenumber plateau at the correct level and reproduces the typical cusp
shape up to the cut-off wave number at the correct magnitude.

ALDM nonlinearly combines interpolants from several central, upwind, and downwind stencils. The trun-
cation error therefore is not purely dissipative. The probability density function (PDF) of the numerical vis-
cosity mþnumðnÞ, shown in Fig. 2, exhibits significant anti-dissipative contributions which represent backscatter.
Analysis of DNS data give a wide distribution of mþSGSðnÞ including negative values since the magnitude of local
backscatter is comparable with and often even larger than the average subgrid energy transfer (e.g. [34]). The
shell-averaged spectral eddy viscosity mþCholletðn

þÞ considers the net SGS dissipation only. Modeling backscatter
renders a SGS model more realistic (e.g. [35,36]), whereas the particular way in which it is accounted for
appears to be less important. An analysis of Carati et al. [37] revealed no major differences between the
performance of stochastic and deterministic backscatter models.
4. Computational results

For a posteriori validation of the implicit SGS model provided by ALDM we perform LES of large-scale
forced turbulence and of decaying isotropic turbulence. As an example for transitional flows we also consider
the instability and breakdown of the 3D Taylor–Green vortex. All simulations presented in this section are
carried out in a (2p)3-periodic computational domain. The computational domain is discretized by 643 cells
unless specified otherwise. For time advancement, we use an explicit third-order Runge–Kutta scheme of
Shu [38,39]. The time step Dt is adjusted dynamically according to the Courant–Friedrichs–Lewy limit
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Numerical viscosity of ALDM with optimized parameters compared to the prediction of turbulence theory. ––– LES with N = 32,
ES with N = 64, s EDQNM theory [17].
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Fig. 2. PDF of normalized spectral numerical viscosity mþnumðnÞ of ALDM with optimized parameters and with N = 64.
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Dt ¼ CFLmin
�ui
Dxi

þ m
Dx2i

� 	�1

; ð61Þ
where CFL is the Courant number. The time-discretization scheme is total-variation diminishing (TVD) for
CFL 6 1, provided the underlying spatial discretization is TVD, whereas the linear stability bound is larger.
Titarev and Toro [40] have observed that 3D finite-volume WENO schemes can be unstable for CFL > 1/3.
We found for ALDM stable time advancement up to the linear bound CFL = 1.7. For all our simulations we
use CFL = 1.0.

ALDM applies only to the convective term of the NSE. The discretization schemes for dissipative terms
and the pressure-Poisson equation are based on 4th-order Langrangian interpolation polynomials. First deriv-
atives are approximated on 5-point central stencils
ðox�uÞj ¼
1

Dx
8

12
ð�ujþ1 � �uj�1Þ �

1

12
ð�ujþ2 � �uj�2Þ

� �
. ð62Þ
In this paper we consider periodic domains only. Therefore, the Helmholtz projection of the velocity onto a
divergence-free field is done in spectral space. For consistency with the underlying discretization scheme mod-
ified wavenumbers corresponding to Eq. (62) are used for solving the discrete Poisson equation.

4.1. Forced homogeneous isotropic turbulence

As first test case ALDM is applied to forced isotropic turbulence governed by:
o�uN
ot

þ eG � e$ � eN N ðeuN Þ � m$ � $�uN ¼ Sð�uN Þ; ð63aÞ

$ � �uN ¼ 0. ð63bÞ
The forcing Sð�uN Þ is added to the right-hand side as an extra source term. It is defined in spectral space
through its Fourier transform
bSðnÞ ¼ �CSðnÞb�uðnÞ; ð64Þ

where n = |n|. The forcing results in a production of kinetic energy that compensates dissipation while preserv-
ing the shape of the kinetic-energy spectrum. By construction of the linear compensation factor CS(n) only
large scales are affected by the forcing
CSðnÞ ¼ ð2bE 0ðn; tÞÞ�1 obE 0ðn; tÞ
ot ; n 6 nS;

0; otherwise;

8<: ð65Þ
where bE 0
is an intermediate energy spectrum obtained by first solving Eq. (63) with S = 0 at the known time

level. In this section, the threshold wavenumber is nS = 4.



426 S. Hickel et al. / Journal of Computational Physics 213 (2006) 413–436
We perform simulations for four different cases corresponding to the combination of two different grids
with two different Reynolds numbers. The coarser grid is composed of N3 = 323, the finer one of N3 = 643

evenly spaced cells. The computational Reynolds numbers Re = 1/m are Re = 102 and Re = 105. For the lower
Reynolds number the Kolmogorov length scale is on the order of the mesh size Dx = 2p/N for N = 64. The
initial condition is a divergence-free velocity field with random phases and with a 3D energy spectrumbEðnÞ ¼ 1

2
n�5=3. After an initial transient of 250 time steps, samples of the 3D energy spectra were collected until

a converged mean spectrum was observed.
The resulting 3D energy spectra are shown in Fig. 3. For Re = 102 the largest resolved wave numbers are

within the dissipative range. A comparison with DNS data show that the energy spectra computed with
ALDM are also correct at low Reynolds numbers. A characteristic and grid independent observation is that
the energy spectra level out in the immediate neighborhood of the cut-off wavenumber nC. For Re = 105 the
3D mean energy spectra coincide for both mesh resolutions and follow the Kolmogorov law. This result ver-
ifies a posteriori the optimum parameter set which was based on the corresponding theoretical prediction.

Fig. 4 shows results obtained with a pseudo-spectral code, where Chollet�s spectral eddy viscosity is
added explicitly. We note an excellent agreement between the Chollet–Lesieur SGS model, ALDM, and the
theoretical prediction bEðnÞ � n�5=3, and DNS data, respectively. For a dissipative-range spectrum EDQNM
predicts, e.g. a considerably lower plateau value for mþSGS (e.g. [41]) which has also been noticed in DNS anal-
yses (e.g. [42]). On this account the performance of the unmodified Chollet–Lesieur SGS model at Re = 102 is
remarkable. A possible explanation is that the low-wavenumber forcing immediately compensates an overes-
timated SGS dissipation.

For Re = 102 the isotropic Taylor micro scale kT can be approximated in terms of the resolved 3D energy
spectrum [43]. The micro-scale Reynolds number is
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Fig. 3. Mean 3D energy spectra for the large-scale forced Navier–Stokes equation at (a) Re = 100, (b) Re = 100000; ––– LES with 643

cells; - - - - LES with 323 cells; s DNS; � � � � � � line �n�5/3.
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Fig. 4. Mean 3D energy spectra for LES of the large-scale forced Navier–Stokes equation at (a) Re = 100, (b) Re = 100000 with 643 cells;
––– ALDM; - - - - Chollet–Lesieur model; s DNS; � � � � � � line �n�5/3.
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Rek ¼
kTu0

m
ð66Þ
with
kT¼:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5
PnC

n¼1
bEðnÞPnC

n¼1n
2bEðnÞ

vuut ; u0¼:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3

XnC
n¼1

bEðnÞ
vuut . ð67Þ
The DNS predicts Rek = 74. Using ALDM we obtain Rek = 78 with N = 32 and Rek = 73 with N = 64. For
the high-Re case kT cannot be computed by Eq. (67) since dissipative scales are not resolved. To quantify the
SGS dissipation rate of ALDM at Re ! 1 we consider freely decaying turbulence in the following section.

We conclude that with the model parameters found by an optimum match of a theoretical prediction for
isotropic turbulence at Re ! 1, see Section 3.3, the SGS dissipation predicted by ALDM correctly models the
local energy transfer. This holds for cut-off wavenumbers nC within the inertial range. The results also show
that even for lower Reynolds numbers, for which nC is in the dissipative range, the predicted spectral energy
distribution and dissipation rate for the same parameter set are correct. This indicates that the used model
parameters may be valid universally for isotropic turbulence. This is investigated in the following sections,
where the parameter set is kept unchanged.

4.2. Decaying homogeneous isotropic turbulence at Re ! 1

We integrate the Navier–Stokes equation by initially prescribing bEðnÞ as inertial-range spectrum for homo-
geneous isotropic turbulence in the limit Re ! 1. After an initial transient during which the randomly ori-
ented initial phases re-align by Navier–Stokes dynamics the energy spectrum decays self-similarly while
preserving the n�5/3 law up to the largest wavenumbers, see Fig. 5. This finding is consistent with LES results
obtained with Chollet�s eddy viscosity model available in the literature (e.g. [31,41,44]).

The observed decay rate e = �oK/ot of the resolved turbulent kinetic energy
KðtÞ ¼
XnC
1

bEðn; tÞ ð68Þ
is proportional to the turbulent kinetic energy to the power of 3/2, see Fig. 6, as predicted by the scaling
e � K3/2l�1 for self-similar decay of an inertial-range spectrum, i.e., l = constant.

Decay rate and energy-spectrum shape can be assessed simultaneously by the Kolmogorov function
CKðn; tÞ ¼ eðtÞ�2=3n5=3bEðn; tÞ; ð69Þ

which is plotted in Fig. 6. For an ideal setting the Kolmogorov function should be constant. For our simu-
lations, we find a CK(n,t) which is almost constant in time and has a wide plateau in n at CK � 1.8. This value
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Instantaneous 3D energy spectra for LES of decaying homogeneous isotropic turbulence at the inviscid limit. ––– instantaneous
; � � � � � � bE � n�5=3.
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Fig. 6. (a) Phase diagram of turbulent kinetic energy and (b) Kolmogorov function for decaying homogeneous isotropic turbulence at
Re!1. � � � � � � e � K3/2, CK = 1.8, respectively.

428 S. Hickel et al. / Journal of Computational Physics 213 (2006) 413–436
slightly differs from theoretical predictions, but is in reasonable agreement with other published results. A
comprehensive account of the value of the Kolmogorov constant in numerical simulations of isotropic turbu-
lence is given by Yeung and Zhou [45].

4.3. Comte-Bellot–Corrsin experiment

A more complex situation is encountered for decaying grid-generated turbulence for which also the correct
representation of the energy-containing range of the spectrum is important [30]. Computations are initialized
with energy spectrum and Reynolds numbers adapted to the wind-tunnel experiments of Comte-Bellot and
Corrsin [46], denoted hereafter as CBC.

Among other space-time correlations CBC provides streamwise energy spectra for grid-generated turbu-
lence at three positions downstream of a mesh with a width M = 5.08 cm. Table 3 of [46] gives corresponding
3D energy spectra which were obtained under the assumption of isotropy. The grid Reynolds number of the
experiment is ReM = 34000, the Taylor-microscale Reynolds number is given as Rek = 71.6 at the first and
Rek = 60.6 at the last position.

In the simulation, this flow is modeled as decaying turbulence in a (2p)3-periodic computational domain.
Based on the Taylor hypothesis the temporal evolution in the simulation corresponds to a downstream evo-
lution in the wind-tunnel experiment with the experimental mean-flow speed which is approximately constant.
The energy distribution of the initial velocity field is matched to the first measured 3D energy spectrum of
CBC. The SGS model is verified by comparing computational and experimental 3D energy spectra at later
time instants which correspond to the other two measuring stations.

The experimental data are non-dimensionalized as proposed in [47,48]. The reference velocity is
U ref ¼

ffiffiffiffiffiffiffiffi
3=2

p
22.2 cm/s, the reference length is Lref = 10.8M/2p, and the reference time is tref = Lref/Uref. In

order to create the initial velocity field a random field was allowed to develop for about one large-eddy turn-
over time while maintaining the 3D energy spectrum (Eqs. (63)–(65) with nS ¼

ffiffiffi
3

p
nC) as given for the first

measuring station.
Results of ALDM are compared with those obtained with a 4th-order central discretization and an ex-

plicit Smagorinsky SGS model and with a pseudo-spectral code and an explicit Chollet–Lesieur model.
The Smagorinsky model is used in its conventional and in its dynamic version. For the conventional model
[49,50] the parameter is set to CS = 0.18. Lilly [51] derived this value for sufficiently large Reynolds numbers
and a sharp spectral cut off in the inertial range assuming CK � 1.4. The dynamic algorithm was proposed by
Germano et al. [52]. Here, CS is computed according to Lilly [53] and an average over the entire flow field is
taken.

Examining the computed energy spectra, Fig. 7, and dissipation spectra, Fig. 8, we note that ALDM per-
forms just as well as the dynamic Smagorinsky SGS model. It should be noted that we use the dynamic Sma-
gorinsky model as an example for state-of-the-art SGS models and as a benchmark for isotropic turbulence.
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Fig. 7. Instantaneous 3D energy spectra for LES with 643 cells for the Comte-Bellot–Corrsin test case; - - - - Chollet�s eddy viscosity model,
-Æ-Æ- Smagorinsky model, -ÆÆ-ÆÆ dynamic Smagorinsky model, ––– ALDM; s t 0 = 42, h t 0 = 98 and n t 0 = 171 experimental data of [46].
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The conventional Smagorinsky model requires an ad hoc adjustment of CS. The theoretical value is based on
the assumption of a wide inertial range about nC, i.e., a high-Reynolds-number spectrum, which is not the case
in the CBC experiments. We found that a somewhat smaller CS gives better results which are close to those of
the dynamic Smagorinsky model. For the Chollet–Lesieur model with the eddy viscosity of Eq. (54) the overall
results are similar to ALDM and the dynamic Smagorinsky model. At large wave numbers the energy drops
and approaches that of the standard Smagorinsky model.

For the decay of total kinetic energy K, Fig. 9, we find oK/ot � t�n with n = 1.25. This corresponds to
e = oK/ot � t�2.25 or e � K1.8. The exponent n = 1.25 is in a reasonable agreement with published experimen-
tal data [46,54,55] which range from n = 1.2 to n = 1.3.

Fig. 10 shows iso-surfaces of a constant vorticity magnitude at the last position. The threshold value is cho-
sen to 3.5 times the mean vorticity. The visualization shows worm-like vorticity structures and indicates that
ALDM reproduces basic mechanisms of turbulence. Even though Garnier et al. [11] investigated the inviscid
Euler equation they obtained similar images using a threshold of 2.5 times the mean vorticity and a higher
spatial resolution of 1283 grid cells. The visual impression of the 643-point simulation of [11] can be repro-
duced when we filter our ALDM results to the effective resolution of 323, see Fig. 10.

4.4. Transition of the three-dimensional Taylor–Green vortex

One of the most demanding test cases for SGS models is laminar-turbulent transition. For the onset of tran-
sition the SGS model must not affect the instability modes of the laminar flow. Most eddy-viscosity models,



Fig. 10. Iso-surfaces of constant vorticity magnitude at the final station of the CBC experiment for implicit LES with ALDM. Left:
original data from ALDM. Right: filtered with top-hat filter width 2D. Colors indicate kinetic energy.
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Fig. 9. Energy decay rate of ALDM results for decaying homogeneous isotropic turbulence for the Comte-Bellot–Corrsin experiment;
(a) sources of dissipation; -Æ-Æ- molecular dissipation, - - - - implicit SGS dissipation, ––– total dissipation, � � � � � � e � t�2.25; (b) ––– total
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for instance the Smagorinsky model and the structure-function model of Métais and Lesieur [8,41,56], do not
satisfy this requirement without modifications.

A suitable test scenario for a periodic computational domain is the 3D Taylor–Green vortex (TGV). This
flow is characterized by the initial data
�uðt ¼ 0Þ � uðt ¼ 0Þ ¼
0

cosðxÞ sinðyÞ cosðzÞ
� sinðxÞ cosðyÞ sinðzÞ

264
375. ð70Þ
At t = 0 the entire kinetic energy is contained within eight Fourier modes on the wave-number shell
n ¼

ffiffiffi
3

p
. At early times the TGV evolution is laminar and strongly anisotropic, see Fig. 11. Then energy

is transferred to larger wave numbers by vortex stretching. Visualizations of vortices show that they roll
up, divide and re-connect, see Fig. 11. Preserving spatial symmetries the flow eventually becomes turbu-
lent. In the final steps, the small scales are nearly isotropic and exhibit an n�5/3 inertial range of the
kinetic-energy spectrum.

We compare our LES with DNS of Brachet et al. [58] which were originally performed on a grid of 2563

modes and repeated with 8643 modes about 10 years later [59]. These spectral simulations exploit spatial



Fig. 11. Iso-surfaces for the zero Q-criterion (see [57]) for implicit LES of Taylor–Green vortex with ALDM at Re = 400. Colors indicate
kinetic energy.
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symmetries of the TGV to reduce the effective computational cost by a factor of 8. It was therefore possible to
resolve Reynolds numbers up to Re = 3000 in [58].

For LES spatial symmetries are not imposed. The computational domain is a (2p)3 box that contains 8
counter-rotating vortices. It is discretized with 643 cells and has periodic boundary conditions. To assess
the quality of the LES the characteristic growth and decay of the dissipation rate is compared between
LES using ALDM and the DNS of Brachet et al. [58, Fig. 7], see Fig. 12. The considered Reynolds numbers
range from Re = 100 to Re = 3000. For an assessment of ALDM with respect to standard LES, we also show
results for the conventional (CS = 0.18) Smagorinsky model, the dynamic Smagorinsky model, and the Chol-
let–Lesieur model at the same resolution. To demonstrate the effect of the SGS models simulations without
SGS model were performed. These simulations became unstable as soon as the energy transfer reached at
the highest resolved wave numbers, see Fig. 12.

The Smagorinsky model with constant parameter CS is obviously not well suited for transitional flows.
Even in the fully resolved Re = 100 case excessive dissipation affects the flow evolution. At larger Re the con-
ventional Smagorinsky model gives wrong dissipation rates and a completely wrong flow structure. If the
Smagorinsky parameter is adjusted dynamically the behavior improves significantly. The SGS viscosity van-
ishes for laminar flow. The prediction is good for the two lowest Reynolds numbers throughout the entire time
interval and up to t = 8 for Re = 400. An advantage of the Chollet–Lesieur model is that no energy is dissi-
pated by the model in the early stages of the cascade, when no energy has yet reached at the cut-off wavenum-
ber. At later stages, however, it is to dissipative.
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Fig. 12. Rate of energy dissipation for LES of the Taylor–Green vortex at Re = (a) 100, (b) 200, (c) 400, (d) 800, (e) 1600, (f) 3000; � � � � � �
without SGS model, - - - - Chollet�s eddy viscosity model, -Æ-Æ- Smagorinsky model, -ÆÆ-ÆÆ dynamic Smagorinsky model, ––– ALDM, s DNS
data from [58].
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Much better results are obtained with ALDM. The error increases with increasing Reynolds number but
stays at all times significantly smaller than for the dynamic Smagorinsky model. Up to Re = 800 the differ-
ence between ALDM and DNS is negligibly small. Note that the resolution requirement of a DNS of
Re = 800 is two orders of magnitude higher than that of the LES.

The dissipation as shown in Fig. 12 generally can originate from three sources. One source is molec-
ular dissipation which is inversely proportional to the Reynolds number. The second source is transfer
which is explicitly modeled by SGS dissipation. The third source is numerical dissipation which should
be negligible for proper explicit SGS modeling. For implicit SGS modeling, however, the third source
replaces the second one. This is the case with ALDM as shown in Fig. 13. At low Re discretization
errors do not significantly contribute to dissipation. However, the implicit model activates itself with
increasing Re and finally dominates the molecular dissipation at Re = 3000. These results for the
TGV confirm that ALDM owing to its solution adaptivity over a large range of Reynolds numbers
functions as intended.
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Fig. 13. Contributions to energy dissipation in ALDM for LES of the Taylor–Green vortex at Re = (a) 100, (b) 200, (c) 400, (d) 800,
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5. Conclusion

We have proposed a new approach to implicit LES of turbulent flows which we refer to as the adaptive local
deconvolution method (ALDM). For this purpose, the concept of a solution-adaptive approximate deconvolu-
tion based on a formulation for 1D conservation laws [13] is developed for the incompressible 3DNavier–Stokes
equations. With ALDM numerical discretization and SGS modeling are merged entirely. This is possible by
exploiting the formal equivalence between cell-averaging and reconstruction in finite-volume discretizations
and top-hat filtering and deconvolution in SGS-modeling. Instead of maximizing the order of accuracy, here
deconvolution is regularized by limiting the degree of local interpolation polynomials and by permitting low-
er-order polynomials to contribute to the truncation error. Adaptivity of the deconvolution operator is achieved
by weighting the respective contributions by an adaptation ofWENO smoothness measures. The approximately
deconvolved field is inserted into a consistent numerical flux function. Flux function and nonlinear weights intro-
duce five model parameters. They allow to control the truncation error which provides the implicit SGS model.

Implicit SGS modeling requires systematic procedures for design and analysis of appropriate discretization
schemes. For this purpose, the modified differential equation is analyzed in spectral space. Optimal model
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parameters are determined by minimizing a cost function which measures the difference between spectral
numerical viscosity and the eddy viscosity from EDQNM theory for isotropic turbulence.

The determined model parameters are kept unchanged for all subsequent a posteriori tests. The perfor-
mance of the implicit model was evaluated by simulations of different flow configurations. Large-scale forced
and decaying three-dimensional homogeneous isotropic turbulence were considered. For transitional flows the
model performance was tested by an application to instability and breakdown of the 3D Taylor–Green vortex.
For all test cases the implicit model shows an excellent agreement with theory and experimental data. It is
demonstrated that ALDM performs at least as well as established explicit models. It should also be noted that
the computational effort of the implicit model is comparable to the dynamic Smagorinsky model. The appli-
cation of the proposed discretization scheme to wall bounded flows is subject of ongoing research and will be
reported in a subsequent paper.
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Appendix A. Evolutionary optimization

The employed automatic optimization algorithm follows an evolutionary strategy where set of free
parameters is considered as genome of an individual. The algorithm operates on a population of individuals
and applies the survival-of-the-fittest principle. At each generation, a new set of individuals is created by
selection according to the level of fitness, recombination, and random mutation. This process leads to the
evolution of a population of individuals that is better adapted to a cost function than the population that
it was created from. Since this algorithm works on populations instead of single individuals, the search is
performed in an efficient parallel manner. For further details, the reader is referred to [60–62] and the ref-
erences therein.

For parameter evaluation and optimization, we perform LES of isotropic homogeneous turbulence at an
infinite computational Reynolds number. The (2p)3-periodic computational domain is discretized with 323

cells. The time-step size is adjusted according to Eq. (61) with CFL = 1.0. This Courant number is identical
to that used in all other simulations. Ten initial velocity fields are obtained by filtering and truncating data
from separate simulations with a dynamic Smagorinsky SGS model with 1283 cells.

The cost function used for evaluating a set of the discretization parameters of ALDM is
C cþ1=2
2;0 ; cþ1=2

3;0 ; cþ1=2
3;1 ; c03;1; r

� �
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

nC � 1

X1
nþ¼2=nC

mþnumðn
þÞ

 �
� mþCholletðn

þÞ
� �2vuut .
It is computed by averaging the numerical viscosity spectra from 10 independent simulations, see Sections 3.2
and 3.3 for details. Each realization is advanced by only 1 time step so that computational cost amounts to 10
time steps per evaluated individual.

Performance and convergence of the employed optimization algorithm depend on the mutation model. We
employ normally distributed random numbers. The variance is initially set to r2

mut ¼ 0:1 and updated by a fac-
tor of 0.95±1 after every generation, where successful mutations enlarge the target area and unsuccessful muta-
tions make it smaller. For further details on the algorithm see Table A.1.

Normally, distributed random numbers are used as an initial guess for the first population. The subsequent
generation is created by a four-step algorithm consisting of parent selection, recombination, mutation, and
new-population selection. This scheme is iterated until a maximum number of generations is reached. The final
set of parameters which was selected after evaluating 200 generations is given in Table A.1. The convergence
of the optimization algorithm is demonstrated by comparing the best 50 sets, the best 200 sets, and all tested
sets of parameters in Table A.2.



Table A.1
Parameters of the evolutionary optimization algorithm

Parameter Value

Number of genes per individual 5
Initialization Random numbers, equally distributed on [0,0.3333)
Number of generations 200
Population 50
Offspring per generation 40
Selection of parents Tournament
Offspring generation Arithmetic cross-over and mutation
Mutation model Normal distribution with zero mean
Initial mutation variance 0.1
Mutation-variance update factor 0.95
Admissible parameter range [0.0,1.0]
Admissible mutation-variance range [10�6,10+3]

Table A.2
Mean values and SD of cost function and parameter values demonstrate the convergence of the evolutionary optimization algorithm

Parameter Best 50 individuals Best 200 individuals All evaluated individuals

C 0.0054860 ± 0.0000004 0.0054878 ± 0.0000071 0.2377798 ± 3.6380424

c03;1 0.0501310 ± 0.0001948 0.0501456 ± 0.0003782 0.0652569 ± 0.1125736

cþ1=2
2;0 1.0000000 ± 0.0000000 1.0000000 ± 0.0000000 0.9741133 ± 0.1789786

cþ1=2
3;0 0.0845990 ± 0.0001628 0.0847430 ± 0.0010236 0.1221711 ± 0.2100462

cþ1=2
3;1 0.0189470 ± 0.0001435 0.0186506 ± 0.0013708 0.0289264 ± 0.1117276

r 0.0689194 ± 0.0000965 0.0689116 ± 0.0001884 0.0664319 ± 0.0947205
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